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Finite dimensional closed quantum systems

\[ i \frac{d\psi}{dt} = H(u(t))\psi(t) := (H_0 + \sum_{k=1}^{m} u_k(t)H_k)\psi(t). \quad (1) \]

\[ \psi(t) \in S^{2n-1} \subset \mathbb{C}^n, \quad (u_1(.), \ldots u_m(.)) : [0, T] \rightarrow U \subset \mathbb{R}^m, \]

\( H_k \) hermitian matrices

**Controllability problem:** prove that, for every pair of states \( \psi_0 \) and \( \psi_1 \), there exists controls \( u_k(\cdot) \) and a time \( T \) such that the solution of (1) with initial condition \( \psi(0) = \psi_0 \) satisfies \( \psi(T) = \psi_1 \).

When for every pair of states \( \psi_0 \) and \( \psi_1 \), \( \varepsilon > 0 \) there exists controls \( u_k(\cdot) \) and a time \( T \) such that the solution of (1) with initial condition \( \psi(0) = \psi_0 \) satisfies \( \|\psi(T) - \psi_1\| < \varepsilon \) we say that the system is approximately controllable.
notice that having exact or approximate controllability is very different from the experimental point of view.

Indeed when we have only approximate controllability the norm of the controls and/or $T$ diverge for $\varepsilon \to 0$
\[ i \frac{d\psi}{dt} = (H_0 + \sum_{k=1}^{m} u_k(t) H_k) \psi(t) \]

As a consequence of the fact that system (1) is the projection of a left-invariant control system on \( U(n) \), exact controllability is equivalent to (see D’alleandro’s book):

\[
\text{Lie}\{ -iH(u) \mid u \in U \} \supseteq \begin{cases} 
\text{su}(n) & \text{if } n \text{ is odd} \\
\text{su}(n) \text{ or } \text{sp}(n/2) & \text{if } n \text{ is even.}
\end{cases}
\]

**Remarks**

- Why the Lie algebra is important? Because for a dynamical system where one can use either \( X \) or \( Y \), the bracket \([X, Y]\) is the direction that one can approximate by making quick switching between \( X \) and \( Y \).

- In general this condition is not easy to check. Many people worked to look for easy verifyable conditions. Typical conditions read:
  - the spectrum of \( H_0 \) is non-resonant (e.g. all gaps different)
  - the control matrices couple all eigenstates of \( H_0 \).
Consider $\Sigma(u) = \text{spec}(H_0 + \sum_{k=1}^{m} u_k H_k)$ as function of $u = (u_1, \ldots u_k)$

Is it possible to get controllability results from the knowledge of these surfaces without computing any Lie brackets?

→ it seems not obvious, since

- the $\Sigma(u)$ contains information on where you can go by using slow varying controls (by adiabatic theory)
- the brackets contain information on where you can go by using fast controls
I will consider the following class of systems

■ $m = 2$ i.e.

$$i \frac{d\psi}{dt} = (H_0 + u_1(t)H_1 + u_2(t)H_2)\psi(t).$$

■ there exists a basis of $\mathbb{C}^n$ where $H_0, H_1, H_2$ are real (symmetric)

■ $(u_1(.), u_2(.)) : [0, T] \rightarrow \mathbb{U}$ connected and containing an open set

→ the hypothesis that we have at least 2 controls is crucial

→ the hypothesis that $H_0, H_1, H_2$ are real can be relaxed by taking $m > 2$
Special features of this class of systems

Eigenvalue intersection are generically conical:

**Definition**

Let $H(\cdot)$ satisfy hypothesis (H0). We say that $\bar{u} \in \mathbb{R}^2$ is a conical intersection between the eigenvalues $\lambda_j$ and $\lambda_{j+1}$ if $\lambda_j(\bar{u}) = \lambda_{j+1}(\bar{u})$ has multiplicity two and there exists a constant $c > 0$ such that for any unit vector $v \in \mathbb{R}^2$ and $t > 0$ small enough we have that

$$\lambda_{j+1}(\bar{u} + tv) - \lambda_j(\bar{u} + tv) > ct.$$  \hspace{1cm} (2)

(the presence of eigenvalues intersection will be crucial to get controllability results)
Conical singularities are generic

- if there is an eigenvalue intersection then generically it is conical
- conical intersections are “stable” by perturbation of the system

→ this is due to the fact that the condition for a symmetric matrix to have a double eigenvalue is of codimension 2.

→ it was formalized in [Boscain, F. Chittaro, P. Mason, M. Sigalotti, IEEE TAC, 2012] (for ∞-dim systems), but was essentially known from long time
Definition

We say that the spectrum $\Sigma$ of $H_0 + u_1 H_1 + u_2 H_2$ is \textit{conically connected} if all eigenvalue intersections are \textit{conical} and for every $j = 1, \ldots, n - 1$, there exists a conical intersection $\tilde{u}_j \in U$ between the eigenvalues $\lambda_j, \lambda_{j+1}$, with $\lambda_l(\tilde{u}_j)$ simple if $l \neq j, j + 1$. 
The main result

**Theorem**

Assume that the spectrum $\Sigma$ is conically connected. Then system is exactly controllable (and hence Lie bracket generating).

→ This result is not trivial: It is known how to climb energy levels through eigenvalue intersections to go from one eigenstate to another one, but:

- one arrives to the final state only approximately (because of the adiabatic Theorem);
- controllability among eigenstates is much less than controllability on the full space (all superpositions, with all possible phases, of eigenstates);
- passing from approximate controllability to exact controllability is not trivial at all

→ we get the Lie-bracket-generating condition without computing any bracket, but just looking to the spectrum.
Proof in 4 steps

- some of the steps are constructive and interesting by themself
- some steps extends to infinite-dimensional systems
Announcement

"Conical intersections in mathematical physics"
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in the framework of the thematic IHP trimester ”Variational and Spectral Methods in Quantum Mechanics” (http://ihp2013.math.cnrs.fr/).
STEP 1: approximate controllability among eigenstates

one can cross the eigenvalue intersections and move between eigenstates at the order $\sqrt{\varepsilon}$.

→ “at order $\varepsilon$” means that to obtain a transfer with an error $\varepsilon$, one needs a time $T = C/\varepsilon$.

→ this step cannot be realized with only one control
this idea is very old

- Born, Fock 1928,
- Dijon school: Jauslin, Guerin, Yatsenko, 2002,
- there exists special curves where the conical decoupling is “at order $\varepsilon$”

→ this step extends to $\infty$-dimension
→ this step is constructive
STEP 2: spread controllability (without phases)

By using the adiabatic theory, is it possible to reach some other state than eigenstates?

\[ \frac{1}{2} \text{PROBAB.} \]

\[ \Psi_2 = \text{LEVEL 2} \]

\[ \Psi_1 = \text{LEVEL 1} \]

\[ \Psi_2 = \text{LEVEL 2} \]

\[ \Psi_1 = \text{LEVEL 1} \]

\[ \frac{1}{2} \text{PROBAB.} \]
A4: how to compute angles

\[ p_1 = | \cos (\theta(\alpha_-) - \theta(\alpha_+)) | \quad p_2 = | \sin (\theta(\alpha_-) - \theta(\alpha_+)) | , \]

where \( \theta(\alpha) \) is the solution to:

\[ (\cos \alpha, \sin \alpha) \mathcal{M}(\phi_i^0, \phi_{i+1}^0) \begin{pmatrix} \cos 2\theta(\alpha) \\ \sin 2\theta(\alpha) \end{pmatrix} = 0. \]

and by definition

\[ \mathcal{M}(\phi_i, \phi_{i+1}) = \begin{pmatrix} \langle \phi_i, H_1 \phi_{i+1} \rangle & \frac{1}{2}(\langle \phi_{i+1}, H_1 \phi_{i+1} \rangle - \langle \phi_i, H_1 \phi_i \rangle) \\ \langle \phi_i, H_2 \phi_{i+1} \rangle & \frac{1}{2}(\langle \phi_{i+1}, H_2 \phi_{i+1} \rangle - \langle \phi_i, H_2 \phi_i \rangle) \end{pmatrix}. \]
by making angles at the eigenvalues intersections one can “spread the probability”

→ this can be done at order $\sqrt{\varepsilon}$ or at order $\varepsilon$ on special curves

→ this step is constructive but cannot control the phases

→ this step extends to $\infty$-dimension
STEP 3: spread controllability (with phases)

One can control the phases by using the following result:

**Lemma**

Let $\Sigma$ be conically connected. Then there exists $\bar{U} \subset U$ which is dense and with zero-measure complement in $U$ such that $\sum_{j=1}^{n} \alpha_j \lambda_j(\bar{u}) = 0$ with $(\alpha_1, \ldots, \alpha_n) \in \mathbb{Q}^n$ and $u \in \bar{U}$ implies $\alpha_1 = \alpha_2 = \cdots = \alpha_n$.

This means that in the space of controls, close to every point there is a value of control for which the eigenvalues are $\mathbb{Q}$-linearly independent (except for the trace).

Hence one can modify a little the path by passing through a point in which the eigenvalues are $\mathbb{Q}$-linearly independent and wait in such a way that the phases take the corrected values (approximately).
wait in a point in which eigenvalues are $Q$-linearly independent to adjust phases

→ this step is not really constructive since it is hard to take track of relative phases after an adiabatic path

→ this step extends to $\infty$-dimension
STEP 4: approximate controllability

Since if $u(t)$ send $\psi_0$ in $\psi_1$ in time $T$ then $u(T-t)$ send $\bar{\psi}_1$ in $\bar{\psi}_0$

If you are able to do
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you are also able to do
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Then you are able to do
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We have approximate controllability

→ this step extends to $\infty$-dimension
STEP 5: approximate controllability implies exact controllability

Theorem

Consider the system

\[ i\dot{\psi}(t) = H(u(t))\psi(t). \]

(3)

where \( \psi : [0, T] \to S^{2n-1} \subset \mathbb{C}^n \), \( u(\cdot) : [0, T] \to U \subset \mathbb{R}^m \), \( H(u), u \in U \), are \( n \times n \) Hermitian matrices. Then it is approximately controllable if and only if it is exactly controllable.

\( \rightarrow \) even for a nonlinear dependence on the control

\( \rightarrow \) here \( H(u) \) can be complex (Hermitian)

\( \rightarrow \) this step does not extend to \( \infty \)-dimension
Consider the problem for the propagator (on $U(n)$):

\[
\begin{aligned}
\dot{g} &= H(u(t)).g, \\
g(0) &= I,
\end{aligned}
\] (4)

Let $G$ be the reachable set. It is a subgroup of $U(n)$.

- **Step A:** Since $G$ is a subgroup of $U(n)$, it is injectable in a compact Lie group. By a theorem of Dixmier we have $G = \mathbb{R}^p \times K$, with $K$ compact.

- **STEP B:** the inclusion map $i : G \hookrightarrow U(n)$ is a faithful unitary representation of $G$. It is irreducible as a consequence of approximate controllability.

- **STEP C:** by a theorem of Weyl we have that the inclusion map is equivalent to $\mathcal{X}_1 \otimes \mathcal{X}_2$ where $\mathcal{X}_1$ and $\mathcal{X}_2$ are unitary irreducible representations of $\mathbb{R}^p$ and $K$.

- **STEP D:** if $\mathbb{R}^p$ admits a irreducible unitary faithful representation, then $p = 0$. Indeed unitary irreducible representations of $\mathbb{R}^p$ are $x \mapsto e^{ix \cdot \xi}$. Hence $G = K$

- **STEP E:** the reachable set on the sphere $S^{2n-1}$ is $G.\psi_0$. Hence it is compact. Being closed and dense it coincide with $S^{2n-1}$. 
Conclusions

If you see a spectrum like that:

then you are Lie Bracket generated
Thanks
The adiabatic theory states that if $H(u(t))$ is very slow and $\psi(x,0) = \phi_n$
$\psi(x,t) \sim \phi_n(u(t))$ (in the $L^2$ norm, up to phases)
\textbf{A1: the adiabatic Theorem (rougheimer form)}

\begin{itemize}
  \item $\lambda(u_1, u_2)$ be an eigenvalue of $H(u_1, u_2)$ depending continuously on $(u_1, u_2)$
  \item for every $u_1, u_2 \in K$ ($K$ compact subset of $\mathbb{R}^2$), $\lambda(u_1, u_2)$ is simple.
\end{itemize}

Let $\phi(u_1, u_2)$ be the corresponding eigenvector (defined up to a phase).
Consider a path $(u_1, u_2) : [0, 1] \to K$ and its reparametrization
$(u_1^\varepsilon(t), u_2^\varepsilon(t)) = (u_1(\varepsilon t), u_2(\varepsilon t))$, defined on $[0, 1/\varepsilon]$.

Then the solution $\psi_\varepsilon(t)$ of the equation
\[ i \frac{d\psi_\varepsilon}{dt} = (H_0 + u_1^\varepsilon(t)H_1 + u_2^\varepsilon(t)H_2)\psi_\varepsilon(t) \]
with initial condition $\psi_\varepsilon(0) = \phi(u_1(0), u_2(0))$ satisfies
\[ \left\| \psi_\varepsilon(1/\varepsilon) - e^{i\vartheta} \phi(u_1^\varepsilon(1/\varepsilon), u_2^\varepsilon(1/\varepsilon)) \right\| \leq C\varepsilon \tag{5} \]
for some $\vartheta = \vartheta(\varepsilon) \in \mathbb{R}$.

\begin{itemize}
  \item This means that, if the controls are slow enough, then, up to phases, the state of the system follows the evolution of the eigenstates of the time-dependent Hamiltonian.
  \item The constant $C$ depends on the gap between the eigenvalue $\lambda$ and the other eigenvalues.
\end{itemize}
A3: why a trajectory passing through a conical singularity induce a transition?: the two level case

Two level systems:

$$i \begin{pmatrix} \dot{\psi}_1 \\ \dot{\psi}_2 \end{pmatrix} = \begin{pmatrix} u_1 & u_2 \\ u_2 & -u_1 \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad \lambda_{\pm} = \sqrt{u_1^2 + u_2^2}$$

Let us take $u_1 = t, \ t \in [-1, 1], \ u_2 = 0$

$$i \begin{pmatrix} \dot{\psi}_1 \\ \dot{\psi}_2 \end{pmatrix} = \begin{pmatrix} t & 0 \\ 0 & -t \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad \psi_1(-1) = 1 \quad \Rightarrow \lambda = -1 \quad \Rightarrow \lambda = +1$$

→ For generic two level systems there is an exact climb (on special curves)
→ On straight lines (or on generic smooth curves) the transition is of order $\sqrt{\varepsilon}$
By adiabatic theory, at the order $\varepsilon$ the dynamics is given by:

$$H_{\text{eff}}(\tau) = \begin{pmatrix} \lambda_\alpha(\tau) & 0 \\ 0 & \lambda_\beta(\tau) \end{pmatrix} + i\varepsilon \begin{pmatrix} 0 & \langle \dot{\phi}_\alpha(\tau), \phi_\beta(\tau) \rangle \\ \langle \phi_\alpha(\tau), \phi_\beta(\tau) \rangle & 0 \end{pmatrix}$$

→ For a smooth curve passing through a conical intersection the term in $i\varepsilon$ give a contribution of order $\sqrt{\varepsilon}$ [Teufel 2003] (adiabatic theorem gives a decoupling at the order $\varepsilon$, far from singularities)

→ on the special curves

\[
\begin{align*}
\dot{u}_1 &= -\langle \phi_i, V_2 \phi_{i+1} \rangle \\
\dot{u}_2 &= \langle \phi_i, V_1 \phi_{i+1} \rangle
\end{align*}
\]

the term in $i\varepsilon$ vanish and hence the climb is of order $\varepsilon$ (the same as the adiabatic approximation).